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**Motivation**

How do we convert a spoken request like “cheap Italian restaurants in Doha with take out” into a database query?

**Processing Steps**

Text/Speech

“cheap Italian restaurants in Doha with take out”

Semantic tagger

Semi-CRF

Discriminative probabilistic sequential model

Undirected graphical model

**State-of-the-art system**

Joint sequential segmentation/classification

- Semi-Markov CRFs (Sarawagi & Cohen 04)
- Discriminative probabilistic sequential model
- Undirected graphical model

**Our Approach: Reranking with Kernel Machines**

- Semi-CRF generates n-best hypotheses
- SVMs and convolution tree kernels are then used to learn a reranking function
- Such function can choose the best hypothesis by exploiting structural representations

**Results**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Amazon Mechanical Turk was used to collect a corpus of sentences and gold-standard human annotations: 7,661 sentences (McGraw et al. 12)</th>
</tr>
</thead>
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**Experiments**

- N-best Oracle accuracy shows great headroom for improving on the CRF baseline

<table>
<thead>
<tr>
<th>CRF</th>
<th>All Feat.</th>
<th>All Basic Tree</th>
<th>All Feat. + Basic Tree</th>
<th>All Feat. + Shallow Tree</th>
<th>All Feat. + Discourse Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>83.44</td>
<td>83.86</td>
<td>84.76</td>
<td>84.79</td>
<td>84.55</td>
</tr>
</tbody>
</table>

- F1 scores for different feature combinations

<table>
<thead>
<tr>
<th>Feature</th>
<th>CRF</th>
<th>All Feat.</th>
<th>All Basic Tree</th>
<th>All Feat. + Basic Tree</th>
<th>All Feat. + Shallow Tree</th>
<th>All Feat. + Discourse Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>83.44</td>
<td>83.86</td>
<td>84.76</td>
<td>84.79</td>
<td>84.55</td>
<td></td>
</tr>
</tbody>
</table>

- F1 scores for different tree kernels on basic tree

**Conclusions**

- Structural kernels yield significant improvements.
- Partial tree kernel gives best results.
- Shallow tree is more helpful than other deep structures.
- Still large room for further improvement in the future.
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